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Abstract—Wireless sensor networking is an emerging technol-
ogy, which potentially supports many emerging applications for
both civilian and military purposes, ranging from environmental
monitoring to battlefield surveillance. However, since sensor
nodes are inexpensive devices, which could be easily compromised
and controlled by an adversary, the compromised nodes could
report false sensed results and degrade the reliability of the whole
network. Therefore, how to identify these compromised nodes in
a wireless sensor network is a very important security issue.
To solve this problem, we propose an efficient algorithm, called
AICN, to logically identify the compromised nodes in an efficient
and effective way. Based on the network reliability estimation
(NRE), we also present its enhanced version to further improve
the efficiency.

Keywords: Wireless sensor network, security, identify compro-
mised nodes

I. INTRODUCTION

Wireless sensor networking has been subject to extensive
research efforts in recent years, and has been well recognized
as a ubiquitous and general approach for some emerging
applications ranging from the civilian domain, such as environ-
mental monitoring, to the military domain, such as battlefield
surveillance [1]–[3]. A wireless sensor network (WSN) is
usually composed of a large number of sensor nodes which use
wireless links to perform distributed sensing tasks. Here, each
sensor node is cheap with low battery power and computation
capacity, but is equipped with sensing, data processing, and
communicating components. Therefore, when a sensor node
receives a certain query from the data collection unit, also
known as sink, the sensor node will report its sensing results.

Since a WSN is usually deployed in a harsh environment
and each low-cost sensor node could be easily compromised,
the security becomes a major concern [4]–[22]. For example,
when some sensor nodes are compromised and controlled by
an adversary, they could behave abnormally and randomly
report true / false sensing results to the sink, by which
the reliability of the whole network is seriously degraded.
Therefore, it will be a critical issue to develop an effective
strategy for the sink to detect and identify these compromised
nodes.

Assume that a WSN consists of n sensor nodes, where the
compromised nodes are less than the normal nodes, and each
normal node can know other nodes’ trust status by adopting
the similar techniques in [23], [24]. Then, a straightforward

way for the sink to identify the compromised nodes is that the
sink inquiries each senor node with n − 1 queries on other
nodes. In such a way, after total n(n − 1) queries, the sink
can logically identify all compromised nodes based on these
returned results. Although this approach is effective, but it is
not efficient because the n(n − 1) queries could consume a
significant amount of the sensor nodes’ energy.

In this paper, in order to reduce the query number, we pro-
pose an efficient Algorithm to Identify Compromised Nodes
(AICN) in wireless sensor networks. The main contributions
of this paper lie in two aspects:

1) The proposed AICN algorithm can efficiently distinguish
a compromised node in a wireless sensor network. To
the best of our knowledge, this is the first effort in
developing an effective algorithm for sink to identify
compromised nodes;

2) By taking advantage of the network reliability estimation
(NRE), we further investigate an enhanced approach
in which the compromised node identification can be
performed efficiently.

The remainder of this paper is organized as follows. In
Section II, we describe the sensor network model, trust as-
sumptions and identify our design goal. Then, we present
the AICN algorithm in Section III, followed by its enhanced
version in Section IV. We analyze the performance in Section
V. Finally, we draw our conclusions in Section VI.

II. PRELIMINARIES

In this section, we describe our sensor network model,
provide a brief overview on the trust assumptions, and define
our design goal.

A. Network Model

Without loss of generality, we consider a simple abstraction
of a WSN consisting of a fixed sink S and a number of
sensor nodes N = {N1, N2, · · · , Nn}, where n ≥ 3, deployed
at a remote area (around one or more hop neighborhood of
the sink), as shown in Fig. 1. Note that such an abstraction
can be taken as a building block of a large-scale WSN.
The sink S is a data collection unit, which could be a
powerful workstation with plentiful resources. However, the
sensor nodes N = {N1, N2, · · · , Nn} are inexpensive, low-
power devices which have limited resources, memory space,
computation capability, and communication bandwidth. Once
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such a WSN is deployed and the corresponding data paths are
established, the sink S can inquire each sensor node Ni ∈ N
with a certain query, and then the sensor node Ni reports its
sensing results back to the sink S over the pre-defined path.
Additionally, in order to provide confidentiality to the sensing
results, a pre-shared key between each Ni ∈ N and S is
assumed and used to encrypt/decrypt the sensing results. We
assume that the compromised nodes will be excluded from the
network if the nodes resist to forward data for the other nodes.
While identifying the compromised nodes under a Denial of
Service (Dos) attack is not our focus, we concentrate on the
case where the compromised nodes still forward data but could
falsely report the sensing results.

Wireless Sensor Network

Compromised Sensor Node

Normal Sensor Node

Sink

Fig. 1. Sensor network model under consideration

B. Trust Assumptions

Due to the different costs between the sink S and the sensor
nodes N = {N1, N2, · · · , Nn}, the trust assumptions in the
WSN are imbalance. Similar to [16]–[22], we present the
following four trust assumptions.

• Assumption 1: The sink S equipped with tamper-proof
devices is trustworthy and unassailable. All sensor nodes
N = {N1, N2, · · · , Nn} will be able to report their
sensing results to the sink S through the pre-defined
routes.

• Assumption 2: Each sensor node Ni ∈ N is inexpensive,
and easily compromised by an adversary. Once the sensor
node Ni is compromised and controlled by an adversary,
Ni will behave abnormally and may randomly report true
/ false sensing results to sink S when it is inquired to do
so. However, the normal sensor nodes, which have not
been compromised, always behave normally and report
true sensing results to sink S through the pre-configured
path.

• Assumption 3: With the passing of time, nc sensor
nodes are compromised by an adversary, and form
compromised-set Nc = {N∗

1 , N∗
2 , · · · , N∗

nc
}; and the

rest nd sensor nodes keep normal and form normal-
set Nd = {N†

1 , N†
2 , · · · , N†

nd
}. Then, we will have

N = Nc ∪ Nd. As in the most application scenarios,
it is reasonable for us to assume the normal-set Nd is
larger than the compromised-set Nc. Then, we will have

the following relations:{
nc < nd

nc + nd = n
(1)

• Assumption 4: In the WSN abstraction, the sink S can
clearly know the network topology and properly reconfig-
ure the data path connecting each sensor node, and each
normal sensor node Ni ∈ Nd can exchange their local
information and get to know all nodes’ trust status within
its communication range by adopting similar techniques
in [23], [24].

C. Design Goal

Because the compromised nodes report the true / false
sensing results randomly, the reliability of the whole network
will be seriously impaired. Therefore, undoubtedly, it is of
ultimate importance for the sink S to exactly know each sensor
node’s trust status, which will be addressed in this paper.
Specifically, based on the above trust assumptions, we design
a novel AICN algorithm along with its enhanced version to
help the sink S to identify the compromised nodes. Compared
with the straightforward approach where n(n− 1) queries are
required, the proposed approaches are much more efficient.

III. PROPOSED AICN ALGORITHM

Based on the network model and trust assumptions de-
scribed in the previous section, the proposed AICN aims to
distinguish the compromised nodes from the normal ones with
the lowest number of queries. Since AICN is firmly rooted on
a useful lemma, we first present the lemma.

A. Lemma 1

Let F(x) be a function that denotes whether the sensor node
x is compromised, which is 1 if x is a compromised node, and
0 otherwise. Formally, F(x) can be expressed as

F(x) =
{

1, x ∈ Nc;
0, x ∈ Nd.

(2)

Let J (x, y) denote the event that the sensor node x ∈ N
provides the recommendation on the status of another sensor
node y ∈ N . J (x, y) = 1 indicates x considers y is a
compromised node, and J (x, y) = 0 shows x considers y
is a normal node. Formally,

J (x, y) =
{

1, x says y is compromised;
0, otherwise.

(3)

Lemma 1: J (x, y) = 1 =⇒ (F(x) ∨ F(y)) = 1.
Proof: Based upon the above trust assumptions, a normal

sensor node always tells the truth, and a compromised sensor
node could tell the truth only with 1

2 probability. Therefore,
we can construct the following truth table for J (x, y):

F(x) F(y) J (x, y)
0 0 0
0 1 1
1 0 1, 0
1 1 1, 0
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From the truth table, it is clear to conduct that

Pr [(F(x) ∨ F(y)) = 1|J (x, y) = 1] = 1. (4)

Thus, the proof is completed.
This lemma seems straightforward but is very useful in the

development of the proposed AICN which shows that if the
event J (x, y) = 1 occurs, then either x or y or both are
compromised nodes.

B. Description of AICN Algorithm

As stated in trust assumptions, the reliability of a wireless
sensor network N = {N1, N2, · · · , Nn} will decrease as time
increases. In this subsection, we will present the proposed
AICN in detail, which can help the sink S to distinguish
the compromised nodes Nc = {N∗

1 , N∗
2 , · · · , N∗

nc
} from the

normal nodes Nd = {N†
1 , N†

2 , · · · , N†
nd
} in an efficient and

effective way.
Based on the trust assumptions in section II-B, the proposed

AICN can be described in the following steps.
Step 1: The sink S places all wireless sensor nodes N =

{N1, N2, · · · , Nn} in Set A, renumbers them, and forms them
into an array, N1 → N2 → N3 → · · · → Nn−1 → Nn, as
shown in Fig. 2. The right neighbor and left neighbor of each
node Ni ∈ N are as follows:

RightNeighbor(Ni) =
{

Ni+1, 1 ≤ i ≤ n − 1;
N1, i = n.

(5)

LeftNeighbor(Ni) =
{

Nn, i = 1;
Ni−1, 2 ≤ i ≤ n.

(6)

Set  A Set  B

N1

N2

Nn

Nn-1

Nn-2

Ni-1

Ni+1

Ni

Fig. 2. Possible compromised nodes are moved from set A to set B

Step 2: Starting from the sensor node N1, the sink S
inquiries each node’s opinion on its right neighbor one by one,
and the corresponding inquired node will report its opinion
back to the sink S. The report of node Ni is subject to the
following format:

J (Ni, RightNeighbor(Ni))

=
{

1, Ni believes its right-neighbor is compromised;
0, otherwise.

(7)
Suppose the sensor node Nj is the first one who reports

J (Nj , RightNeighbor(Nj)) = J (Nj , Nj+1) = 1 (8)

Then, according to Lemma 1, we know

(F(Nj) ∨ F(Nj+1)) = 1 (9)

In this case, the sink S runs the following operations:
1) Move the pair-sensor (Nj , Nj+1) from Set A to Set B,

as shown in Fig. 2.
2) Choose Nj’s old left-neighbor

LeftNeighbor(Nj) = Nj−1 (10)

Nj+1’s old right-neighbor

RightNeighbor(Nj+1) = Nj+2 (11)

and set Nj−1’s new right-neighbor as Nj+2, that is

RightNeighbor(Nj−1) = Nj+2 (12)

3) Inquiry Nj−1’s opinion on its new right-neighbor Nj+1.
Following the operations in Step 2, the sink S continues to

inquire the sensor nodes until reaching the rear of array.
Step 3: In the end, after (n − 1) queries, there are β pair-

sensors in Set B, and there are α (α ≥ 1) sensor nodes in Set
A such that α + 2β = n. According to the operations in Step
2, each node in Set A believes its right-neighbor is a normal
node, and each left node in Set B trusts that its right-neighbor
is a compromised node.

In order to illustrate the rest of the algorithm, we first
introduce the following four facts. Let nac, nad be the number
of the compromised nodes and the normal nodes in Set A,
nbc, nbd be the number of the compromised nodes and the
normal nodes in Set B, respectively.

Fact 1: nbc ≥ nbd, the number of compromised nodes is
larger than or equal to the number of normal nodes in Set B.

Proof: According to Lemma 1, when F(x, y) = 1, we
will have (F(x) ∨ F(y)) = 1, which means at least one of
each sensor pair in Set B is compromised. Therefore, it is clear
that nbc ≥ nbd.

Fact 2: nac < nad, the number of compromised nodes is
less than the number of normal nodes in Set A.

Proof: According to Assumption 3, the following rela-
tions holds: 



nc < nd

nc + nd = n
nc = nbc + nac

nd = nbd + nad

(13)

Thus, we have

nbc + nac < nbd + nad (14)

According to Fact 1:

nbc ≥ nbd ⇒ nbc − nbd ≥ 0 (15)

Based on Eqs. (14)-(15), we can conclude that

nad − nac > nbc − nbd ≥ 0 ⇒ nac < nad (16)

Therefore, the number of compromised nodes is less than the
number of normal nodes in Set A.
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Fact 3: If α = 1, the only sensor node in Set A must be a
normal node.

Proof: According to Fact 2, the relation in Set A is
described as follows:{

nac < nad

nac + nad = α
(17)

When α = 1, we must have{
nad = 1
nac = 0 (18)

Therefore, if α = 1, then the only sensor node in Set A must
be normal.

Fact 4: If α ≥ 2, then in Set A, the last two sensor nodes
in the array must be normal.

Proof: Based on the operations in Step 2, each node in
Set A believes its right-neighbor is a normal node. We can
further conclude that the

[
α
2

]
+ 1 sensor nodes in the rear of

array must be normal nodes, as shown in Fig. 3 (a). If not,
when the case in Fig. 3 (b) occurs, the left normal node must
report its right compromised node. Then the length of array
is less than α, which will contradict with assumption that the
array length is α. Therefore, the case (b) will not occur.

Set A  case (a)

N1

N2

N

N

N1

N2

N

N

rear

head

rear

head

Set A  case (b)

Fig. 3. After n − 1 queries, case (a) is the correct array in Set A and case
(b) is the impossible array in Set A

As a result, all compromised nodes are located at the head
of the array, the number of which is less than

[
α
2

]
, and the[

α
2

]
+ 1 nodes in the rear of the array must be the normal

nodes. Specifically, when α ≥ 2, the last two sensor nodes in
the array are normal nodes.

On the basis of the above four facts, the sink S performs
the following operations:

1) If α = 1, then the only sensor node in Set A is a
normal node. Then, the sink S inquires the node by
launching a number of β = n−1

2 queries on β pair-
sensors in Set B. Note that in this case, only one node
in each pair-sensor is compromised in Set B; otherwise,
it will contradict with nc < nd. Therefore, after totally
n−1+ n−1

2 = 3n−3
2 queries, the sink S can distinguish

all the compromised nodes Nc from the normal ones
Nd.

2) If α ≥ 2, the last two nodes in the array are normal
ones. The sink S can inquire the last node with at most

n−2 queries on other sensor nodes’ status. Therefore, in
this case, after launching at most n−1+n−2 = 2n−3
queries, the sink S can distinguish all the compromised
nodes Nc from the normal nodes Nd.

By observing the above two cases, it can be sufficiently
concluded that the sink S can judge the status of each sensor
node within at most 2n − 3 queries.

C. Illustration Example

We use an example to exhibit the effectiveness of AICN
where n = 3. Based on the Eq. (1) in Assumption 3, we can
conclude that the number of the compromised nodes nc equals
to 0 or 1. Thus, there are

(
3
0

)
+

(
3
1

)
= 4 cases, as shown in

Fig. 4. In the following, we discuss all cases and show that
the sink S can judge the status of each sensor node by at most
2n − 3 = 3 queries.

Set A  case 3 Set A  case 4

Set A  case 1 Set A  case 2

Fig. 4. Four possible cases of the wireless sensor network when n = 3

Case 1: N1 ∈ Nd, N2 ∈ Nd, N3 ∈ Nd.

1) Query: sink → N1 on N2

N1 ∈ Nd −→ J (N1, N2) = 0

2) Query: sink → N2 on N3

N2 ∈ Nd −→ J (N2, N3) = 0

Based on the Fact 4, the sink knows N2, N3 are normal
nodes, and inquiries N3 for the status of N1.

3) Query: sink → N3 on N1

N3 ∈ Nd −→ J (N3, N1) = 0

Because N3 is known as a normal node, the sink believes
that N1 is also normal.

Case 2: N1 ∈ Nc, N2 ∈ Nd, N3 ∈ Nd.

1) Query: sink → N1 on N2

N1 ∈ Nc −→ J (N1, N2) = 1 with 1/2 probability

(N1, N2) will be moved to Set B, then N3 is the only sensor
node in Set A. Based on Fact 3, the sink knows N3 is normal,
and inquires N3 on the status of N1, N2.

2) Query: sink → N3 on N1

N3 ∈ Nd −→ J (N3, N1) = 1

Because N3 is known as a normal node, the sink believes
that N1 is a compromised node. Furthermore, the sink knows
N2 is a normal node. Otherwise, if N2 is also compromised,
then it will contradict with the assumption nc < nd.
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1) Query: sink → N1 on N2

N1 ∈ Nd −→ J (N1, N2) = 0 with 1/2 probability

2) Query: sink → N2 on N3

N2 ∈ Nd −→ J (N2, N3) = 0

Based on the Fact 4, the sink knows N2, N3 are normal
nodes, and inquiries N3 for the status of N1.

3) Query: sink → N3 on N1

N3 ∈ Nd −→ J (N3, N1) = 1

Because N3 is known as a normal node, the sink believes
that N1 is a compromised node.

Case 3: N1 ∈ Nd, N2 ∈ Nc, N3 ∈ Nd.

1) Query: sink → N1 on N2

N1 ∈ Nd −→ J (N1, N2) = 1

(N1, N2) will be moved to Set B, then N3 is the only sensor
node in Set A. Based on Fact 3, the sink knows N3 is normal,
and inquires N3 on the status of N1, N2.

2) Query: sink → N3 on N1

N3 ∈ Nd −→ J (N3, N1) = 0

Because N3 is known as a normal node, the sink believes
that N1 is also normal. Furthermore, based on Lemma 1,
the sink knows N2 must be a compromised node.

Case 4: N1 ∈ Nd, N2 ∈ Nd, N3 ∈ Nc.

1) Query: sink → N1 on N2

N1 ∈ Nd −→ J (N1, N2) = 0

2) Query: sink → N2 on N3

N2 ∈ Nc −→ J (N2, N3) = 1

(N2, N3) will be moved to Set B, then N1 is the only sensor
node in Set A. Based on the Fact 3, the sink knows N1 is
normal, and inquires N1 on the status of N2, N3.

3) Query: sink → N1 on N2

N1 ∈ Nd −→ J (N1, N2) = 0

Because N1 is known as a normal node, the sink believes
that N2 is also a normal node. Furthermore, based on the
Lemma 1, the sink knows N3 must be a compromised node.

IV. ENHANCED AICN ALGORITHM

The AICN provides an efficient and effective way for the
sink S to identify compromised nodes. In this section, with
an additional assumption, we introduce a novel approach for
enhancing AICN, which can further reduce the number of
queries. Assume that after a WSN N = {N1, N2, · · · , Nn}
is deployed, each sensor node Ni ∈ N could be compromised
by an adversary with probability pc, where 0 < pc < 0.51.
Then, we will have the following optimal strategy on AICN.

1The compromised probability pc should be less than 0.5. Otherwise, it
will contradict with the assumption nc < nd in the whole sensor network.

Let X be a random variable denoting the number of sensor
nodes that could be compromised among N . Then, we have

Pr(X = x) =
(

n

x

)
px

c (1 − pc)n−x (19)

and

E[X] = npc and Var[X] = npc(1 − pc) (20)

E[X] = npc is called network reliability estimation (NRE),
which shows that the average npc nodes could be compro-
mised among total n sensor nodes. When the sink S randomly
picks 2 · npc + 1 nodes from N , the normal nodes among
2 · npc + 1 nodes will be larger than the compromised ones.

Therefore, the sink S only picks 2·npc+1 nodes from N and
runs AICN in Section III, it could distinguish the compromised
nodes first from 2 · npc + 1 nodes with at most

2(2 · npc + 1) − 3 = 4 · npc − 1 (21)

queries, and plus

n − (2 · npc + 1) (22)

queries for the rest sensor nodes. Therefore, the total queries
for the sink S to identify the compromised nodes is at most

4 · npc − 1 + n − (2 · npc + 1) = (1 + 2pc) · n − 2 (23)
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Fig. 5. Total query number of sink vs. total number of sensor nodes n with
respect to different compromised probability pc

Fig. 5 illustrates how the total number of queries by the
sink S varies with the number of total sensor nodes n and the
probability pc, where 3 ≤ n ≤ 50 and 0.1 ≤ pc < 0.5. It is
clearly shown that the network reliability estimation npc will
efficiently reduce the total number of queries. For example,
when n = 50, pc = 0.2, the sink S only requires 68 queries
to know all sensor nodes’ status.
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V. PERFORMANCE ANALYSIS

To demonstrate the performance improvement and effi-
ciency, we have conducted extensive analysis to compare the
proposed AICN and its enhanced version with the straightfor-
ward approach. Without loss of generality, we assume that
the considered WSN has n sensor nodes. To identify the
compromised nodes out of the totally n sensor nodes, the
straightforward approach requires n(n− 1) queries, while the
AICN algorithm requires 2n − 3 queries, and the enhanced
version requires (1 + 2pc) · n − 2 queries. We define the
efficiency ratio (ER) as

ERAICN =
2n − 3

n(n − 1)
(24)

for comparing the AICN algorithm with the straightforward
approach, and define

EREAICN =
(1 + 2pc) · n − 2

n(n − 1)
(25)

for comparing the enhanced AICN with the straightforward
approach. Fig. 6 shows the ERAICN, EREAICN vary with the
number of sensor nodes n, where 3 ≤ n ≤ 50. We can see
from the figure that the efficiency of AICN and its enhanced
version will improve with the increase of n. Furthermore, the
less the NRE npc, the more efficient the enhanced AICN can
achieve.
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Fig. 6. The efficiency ratio ERAICN, EREAICN vary with the number of
sensor nodes n, where 3 ≤ n ≤ 50

VI. CONCLUSIONS

In this paper, we introduced AICN along with its enhanced
version, aiming to identify compromised nodes in WSNs.
From our extensive analysis, both AICN and its enhanced ver-
sion are effective and more efficient than the straightforward
approach. In our future work, we will extend our study in the
actual WSNs, and integrate the AICN algorithm with robust
private-preserving data aggregation schemes.
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